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Introduction
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- There is uncertainty in model predictions as well as
uncertainty in experiments

- The uncertainty in the experiment and uncertainty in the
model predictions are considered independent

- Any comparison between the results of experiment and
model predictions may be used to estimate uncertainty
of the real value of interest

- The model uncertainty is the onla/ uncertainty that
should be considered when the distribution of real value
given a model prediction is estimated.

- Three different model errors are presented: the additive
errcc)lr,lpercentage error model and multiplicative error
mode

« The multiplicative error model shows a better agreement
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Additive Error Model: Assumptions
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- The additive error of the results of experiment compared
to the real values of interest is a normally distributed
random number with given mean and standard deviation

- The additive error of model predictions compared to the

real values of interest is also a normally distributed
random number

« Error between model and experiment can now be
assessed
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Model Prediction, X,

Additive Error Model
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® ® where :
o X :Real Quantity
- X, :Result of experiment
o X,, :Model prediction
b,,o, :Mean and SD of experimental additive error
Result of Experiment, X, b,,o, :Mean and SD of model additive error
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Pitfalls
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 Error plotted between model prediction and experimental
measurements must be identically distributed which is
not always true as they may increase at higher ranges.

- The introduced additive error can be negative, zero or
positive

» The E, . which is the additive error between model
prediction and experiment can be negative, positive or

zero. This limits the choices of likelihood function for this
random variable to normal distribution.

- When the data is widely scattered the normal
distribution assumption results in negative lower bounds
with no meaningful physical interpretation S,
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Percentage Error Model: Assumptions
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- The percentage error of the results of experiment
compared to the real values of interest is a normally
distributed random number with given mean and
standard deviation

« The percentage error of model predictions compared to
the real values of interest is a normally distributed
random number

- The percentage error of model predictions compared to
the results of experiment is a function of the two random
variables introduced earlier. The distribution of this
random number will be used to represent the likelihood
of data
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Model Prediction, X,

Percentage Error Model
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Xi B Xei
—=F,. ; E,~N(b,0,))
Xei ’
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X -X .
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e ] e, m,i — Eeml- ’(1),(2)3 Eem = m_ e
* X, ’ E, +1
m
® where :
X :Real Quantity
X, :Result of experiment
X,, : Model prediction
b,,o0, :Mean and SD of experimental percentage error

Independencyof £ ,E (= FE ~N
p y m e} em 1+b€ (1+be)3
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Result of Experiment, X, b,,o, : Mean and SD of model percentage error
b, .o, :MeanandSD percentage errorof Experiment compared to model
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Pitfalls
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- The introduced percentage error can be negative, zero
or positive. This basically forces the normal distribution
assumption for percentage errors, E_, & E..

- The E_,, which is the percentage error between model
prediction and experiment can be negative, positive or
zero. This limits the choices of likelihood function for this
random variable to normal distribution.

+ The exact distribution of E_, can not be analytically
derived

« When the data is widely scattered the normal
distribution assumption results in negative lower bounds
with no meaningful physical interpretation SUERSIT,
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Multiplicative Error: Assumptions
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- The model prediction, result of experiment and real value of interest
have the same sign (all positive or all negative)

- The ratio of real value and experimental results is a random variable
with lognormal distribution for which confidence bounds are known

- The ratio of real value and model prediction is a random variable
with lognormal distribution with parameters to be determined

« The ratio of model predictions and results of experiment is a
function of the two random variables introduced earlier. The
distribution of this random variable is lognormal and will be used to
represent the likelihood of data

- Having the above assumptions the distribution of real quantity of
interest given a model prediction will be a lognormal distribution
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Multiplicative Error Model

Model Prediction, X,

— e . S I —
X,
Xl =F;,i ’ F;NLN(be’ae)
0 e,i
X = b X, .
m,l . 0 Xl =Fm,i s FmNLN(bm7Om)
Xi 9} m,i
Xe i m
’ °
o where :
(0] o X :Real Quantity
T X, :Result of experiment
m X,, : Model prediction
¢ F, : The error factor for experimental data

F :The error factor for model predictions
b,,0, : Mean and SD of experimental error factor

b,,o, :Mean and SD of model error factor

Result of Experiment, X,

F;,iXe,i = Fm,iXmJ
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Multiplicative Error: Bayesian Posterior
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L(X,,X, .b,o, |b o )= e’ Tn+0e
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X

fo (b, ,0,): PriorJoint Distirbution of Parameters

e,i’ m,i?®

b,,0,): Posterior Jont Distirbution of Parameters

Given a model prediction such as X _ the distribution of X
will be estimated as following:

X, given as model prediction

F. ~LN(b,,0,) = X ~IN(In(X,)+b .0, )
X=FX,
T "N oo .. ]
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Example - FIVE Radiant Heat Flux
Baxesian AEProach _
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Table I. Summary Statistics of Parameters
Parameter Mean STD 2.5% 97.5%
ba -0.1052 187E02 -0.1422 -6.78E-02
Sm 5.72E-02 240E02 8.62E-03 0.1049
J 0902 590E02 0.7885 1.03
I .
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Probability of Exceedance: HGL Temperature
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Conclusions
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« The error estimated by comparing experiments and
model predictions is not the uncertainty of the model. It
is rather a combination of experimental and model
uncertainties.

- The distribution of the real value of interest given a
mogllel prediction depends only on the uncertainty of the
model.

- The Bayesian framework allows different weights and
expert judgments to be later considered when dealing
with non-homogeneous population of experiments or
model predictions

 Posteriors from Bayesian analysis can be used as prior to
be updated by new data points when become available

 Multiplicative error model provides good results
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